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Abstract 
Use of models in decision making, for example in water management, requires confidence in the model and its 
outputs. Since choices in model setup affect model output, this confidence is affected by the modellers’ 
professional judgement. Computer programmers can use their expertise in coding to standardise some of the 
tasks associated with computational modelling. Therefore, centralized automation has the potential to ensure 
quality of modelling decisions. Since it is the modeller that makes the choices in the model set-up, it is important 
to understand how modellers perceive automation. To explore their perspectives, we conducted fourteen 
interviews with modellers at water authorities and consulting companies in the Netherlands. The transcripts were 
analysed through deductive and inductive content analysis. Our study reveals that automated modelling 
processes can improve efficiency, transparency and consistency, but only if certain requirements are met, such 
as good documentation, clear ownership, adequate maintenance, and frequent evaluation. Therefore, managing 
the risks and benefits of automation requires balancing the power between modellers and programmers. 
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1.  Introduction 

Computational models are increasingly used in many diverse disciplines, including climatology (Deser et al., 
2012; Eyring et al., 2019; Knutti et al., 2013), epidemiology (Amorim and Cai, 2015; Garner et al., 2011), 
hydrology (Addor and Melsen, 2019; Mai et al., 2022), and ecology (Schmolke et al., 2010; Yates et al., 2018). 
Within these disciplines, models are used in a wide range of applications, including forecasting, reanalysis, 
scenario and sensitivity analysis, and building understanding. Besides their academic use, model results also 
support decision making about future management plans, or prescribing actions during extreme events, such as 
bush fires, hurricanes or floods (Bremer et al., 2020; Davies, 2012). The decisions informed by models can have 
major effects on people, increasing or decreasing the risk of damages or loss of life, for example for residents of 
bush fire-prone areas (Sharples et al., 2016). Therefore, it is important that people have confidence in the model 
and the outputs that serve as the basis for decision making. 
 
Modellers (in this paper, defined as the subject-matter experts in representing the system being modelled using 
numerical relationships) influence the modelling process through the decisions they make in setting up the 
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model. Their influence includes questions of value, matters of fact, ease of use and uncertainty (Babel et al., 
2019; Lim et al., 2023; Melsen, 2022; Voinov et al., 2018). We refer to modelling decisions as the choices made 
throughout the modelling process by the modeller, including: how and which processes are represented, how 
data are used and how the validation is executed (Figure 1). Examples of specific decisions made are the 
parameter value of the levee height or model boundary and resolution choices, such as the grid size. With each 
modelling decision made, a path is created behind each model result (Glynn et al., 2017; Lahtinen et al., 2017; 
Melsen, 2022; Moallemi et al., 2020; Polhill & Edmonds, 2007), meaning that it is crucial to consider how and in 
which context the model is used. 
 
Technologies, including models, contribute to shaping the context and modelling decisions made (Verbeek, 
2008; Latour, 1990; Melsen et al., 2018). Take this example: a choice in a model was hardcoded by a colleague 
years ago. Another modeller uses this model later and subsequently relies on the method implemented by their 
colleague. This influences their future options within the modelling process, for example, by having constraints 
on the spatial resolution they can choose. Conceptual representations and particularly software suites are 
created for specific purposes, meaning that care must be exercised when models are use in new domains or for 
new purposes. (Hamilton et al., 2022; Beven, 2000). As such, which model is chosen and how it is used by the 
modeller is important. 
 
The responsibility that comes with the use of models consists of setting up models based on several key 
principles: appropriateness and transferability, reproducibility, and transparency (Crout et al., 2008; Zurell et al., 
2020).  Appropriateness and transferability refer to the potential of a model to function well in novel situations. 
This is directly linked to the purpose of the model: often models have better transferability only within a specific 
purpose for which they were created. Therefore, it is important to delineate and communicate the model’s 
purpose (Werkowska et al., 2017). Reproducibility refers to the capacity for another person, team or 
organisation to redo the modelling done by someone else (Gundersen, 2021; Schwarz et al., 2020) without 
leading to unforeseen or unsolvable errors or differences, and ideally, resulting in identical model outputs. 
Transparency refers to the interpretability and understandability of the modelling process, including but not 
limited to communication of assumptions, uncertainties, and motivations underlying modelling decisions. 
Transparent modelling reveals the path behind the modelling results, which involves values and biases. The 
implementation of these principles in modelling for decision making contribute to justifying model results and 
their trustworthiness (Wang et al., 2023). For the practical implementation of these principles, different 
approaches can be used. 
 
Standardisation is one approach to justify the model setup and use (Jakeman et al., 2006). Standardisation, in a 
general sense, aims to create a process or product of similar quality and with the same features in a similar way. 
For modelling, this translates to frameworks or guidelines for the execution of repeated steps within the 
modelling process. Standardisation can streamline the modelling process, increasing efficiency, reproducibility 
and transparency (Howard & Björk, 2008; Müller et al., 2014; Schmolke et al., 2010). It can also create 
consistency between modelling studies (Müller et al., 2014; Vrontis, 2003). This facilitates the possibilities for 
model evaluation through intercomparison. However, standardisation also decreases flexibility, for example, by 
preventing a model’s capacity to capture regional differences. By definition standardisation depends on the 
acceptance of a single perspective on how a system should be represented, which could lead to path 
dependence (Wears, 2015). Standardisation can also result in reduced innovation (Mir & Casadesús, 2011). How 
the standardisation is implemented affects how and which advantages and disadvantages will surface. 
Furthermore, the standardisation’s implementation and the model purpose influence whether the advantages 
outweigh the disadvantages of standardisation. 
 
The implementation of standardisation can vary widely, ranging from voluntary methods to more prescriptive 
methods. An example of a voluntary method is the creation and use of guidelines, such as the ‘Good Modelling 
Practice’ handbook in the Netherlands (van Waveren et al., 1999), the Australian Groundwater Modelling 
Guidelines (Barnett et al., 2012) or the Traffic Modelling Guidelines for the UK (Beeston et al., 2021).  More 
restrictive methods include incorporating modelling requirements into law (Fan et al., 2018) or issuing 
certifications for adhering to certain practices (Balci, 2001; Sampaio et al., 2011). Any of these standardisation 
methods might include the automation of the modelling procedure. 
 
Automation is a broad term that can be defined in multiple ways. Because we are particularly interested in the 
execution of computational models, in this study, we define automation of the modelling process as the 
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replacement of manual modelling decisions with a computer programming script that executes those decisions 
without human intervention. Automation in this sense is frequently used in the pre-processing of data and in 
calibration procedures. If programmed well, automation decreases the chance of human error. Automation also 
increases modellers’ efficiency, by reducing their cognitive load (Lewis et al., 2018). 
 
Automation introduces a paradox. Initially, because automation requires explicit representation through 
computer scripting, transparency of the modelling process may be increased—the steps being automated need 
to be made explicit, and rationales for the automation need to be made clear to programmers.  Yet, over time, 
automation can also obfuscate the underlying processes if certain requirements, such as documentation of the 
automation procedure, are not met. Also, automation removes decision power from the modellers, shifting this 
power to the person or group that develops the automation script – i.e. ‘the programmer’ (note that one person 
can embody both roles at different moments in time). Even though automation is always a form of 
standardisation, we refer to standardisation as a way for decision makers to control the quality of modelling 
studies, and their underlying modelling decisions. Since modellers are subject matter experts that make the 
modelling decisions and shape the model results, it is important to understand how they perceive the trade-offs 
between potential efficiency and transparency gains and shifts in power that may be associated with the act of 
automation. Figure 1 depicts stages of the modelling process that might include automation that we will examine 
in this paper (all steps except ‘Select software’). 
 
 

 

Figure 1: Simplified representation of the modelling process. Each rectangle is a modelling step, in which multiple modelling 
decisions can be made. Below each step, we mention some examples of modelling decisions that the modellers that we 
interviewed encounter in their modelling work. Automation of the modelling process refers in our study to all step except 
‘Select software’, because this step was often not in the sphere of influence of the interviewed modellers. After the simulation 
is run, the results are used to inform decision making by the decision maker, which is often another person than the modellers 
themselves. This last aspect is not part of this study. This representation of modelling steps is based on Figure 1 in Refsgaard 
et al. (2007). 

 
In this study, we explore modellers’ perceptions on automation with a case study of decision-support 
hydrodynamic modelling in the Netherlands. We conducted fourteen interviews with modellers working at 
Dutch water authorities or consulting companies that participated in a project including automation of modelling 
decisions. 
 

2. Methods 

2.1.  Case Study 

In the Netherlands, decision-support modelling for water management is predominantly executed by the 
national and local water authorities and consulting companies. Surface water modelling includes: flood and 
drought simulations, infrastructure design, and water system operation and water quality analyses. The 
Netherlands has 21 local water authorities, which are responsible for water management in their area 
(Government of the Netherlands, SA). The government agency Rijkswaterstaat functions at the national level 
(Government of the Netherlands, SA). In the 1950s and 60s, Rijkswaterstaat and the water authorities had 
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considerable in-house knowledge. They were able to develop model software and execute all modelling steps 
themselves. However, the structure and focus of Rijkswaterstaat and the water authorities has changed, 
beginning in the 1970s, shifting from in-house model use and development to greater reliance on external 
consulting companies and research institutes to conduct more aspects of the modelling process (Vukovic, 2022; 
van den Berg & van Lieshout, 2022). In recent years, a reversal of this trend is visible: local water authorities are 
now trying to regain more in-house knowledge. 
 
There are numerous consulting companies that support the water authorities in the Netherlands. This support 
can range from implementing the whole modelling process for the water authorities, to providing training to 
water authorities to set-up and execute models themselves. Applied research institutes, such as Deltares, co-
develop new model software with other parties. Research institutes focus on the knowledge-intensive 
components of the software. They also maintain and monitor the quality of these software suites and advance 
the modelling processes for a variety of physical domains. Figure 2 demonstrates a common distribution of tasks 
between water authorities and consulting companies based on the interviews for this study. In this study, we 
focus on automation developed and used by local water authorities and consulting companies. 
 
 

 

Figure 2: Representation of a general modelling process for decision-support in managing the Dutch river systems. It depicts 
the frequently observed roles in Dutch water management. Local water authorities, consulting companies and research 
institutes execute different modelling steps. In this study, we focus on the local water authorities and consulting companies, 
because our interviewees, at the time, worked at either one of these organisations. The process might look different 
depending on context and vision of the organisations involved. Furthermore, the process often involves an iterative procedure 
(not indicated for clarity). 

 

Over the last decades, most water authorities used the same model software for rainfall-runoff processes, 1D 
open and closed hydrodynamics and 2D overland flow: SOBEK (Deltares, 2023d; Stelling & Duinmeijer, 2003).  
Automation scripts to set up and use SOBEK already existed locally and were partly incorporated in the model 
software. A new modelling suite, D-HYDRO Suite 1D2D (Deltares, 2023a), was developed, eventually leading to 
the discontinuation of updates of SOBEK. This instigated the transition to D-HYDRO for many of the water 
authorities. An important development in tandem is the HyDAMO dataframework, a shared data structure for 
the water authorities (Nederlands Hydrologisch Instrumentarium, SA). The switch to D-HYDRO is accompanied 
with an effort to centralise and uniformise already existing automation scripts scattered around different 
companies and organisations to facilitate the modelling process and stimulate the transition to D-HYDRO. 
 
Centralising and extending the existing automation scripts was the goal of the HYDROLIB project, led by Deltares 
(Deltares, 2023b). This project was funded by a public-private partnership, which grants funding to consortia 
focusing on obtaining knowledge and innovation (a so-called TKI-project). Within this project, automation scripts 
from participating organisations are adapted for general usage and new scripts are developed and stored in a 
central public library (see Deltares, 2023c). These automation scripts tackle different aspects of pre- and post-
processing in the modelling process. The project also consisted of testing the scripts, mainly done by water 
authorities, and organising workshops for modellers to familiarise themselves with the automation scripts. 
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These workshops were co-organised by the organisations that developed the automation scripts (the consulting 
companies and Deltares). The project ran for two years and finished in 2022. 
 
The project results were picked up further in 2023, when the organisation behind the Netherlands Hydrological 
Instrument – a collection of data sets, model codes, tools and models to describe and simulate the full 
hydrological cycle in the Netherlands – organised HYDROLIB community meetings and joint script-developing 
working days. Additional functionality was added by several of the partners.  The Netherlands Hydrological 
Instrument organisation has also commissioned ‘review’ training, where colleagues from different organisations 
will gain the knowledge to review additions or changes to automation scripts. Model code contributions require 
review before being added to the HYDROLIB code repository with the aim to assure quality standards.  
Hydrodynamic model generation for international applications is being implemented in 2023, building upon the 
general framework of HydroMT for automated and reproducible model building and analysis (Eilander et al., 
2023). 
 
Even though the results are obtained for a case study within a specific water governance system, we believe the 
insights are transferable to other contexts where multiple parties are involved with decision-support modelling, 
e.g. through outsourcing. 

2.2  Interviewee selection and interviews 

To explore the Dutch modeller’s perspective on automation, we conducted interviews with modellers at the 
water authorities and consulting companies that participated in the HYDROLIB project. The interviewees were 
selected through convenience and snowball sampling. Although not an uncommon approach, it could influence 
the representativeness of the sample. We checked this by evaluating the differences between the interviewees 
working at the same water authority or consulting company and by evaluating the saturation of coding. 
Saturation of coding is the point at which no new codes are added during the inductive content analysis (Hennink 
et al., 2017). In our study, we barely added any new codes in the final interviews. Most of the interviewees 
participated in the HYDROLIB project and might, therefore, be at the forefront of taking up new developments 
in modelling – or at least they are open to that. Therefore, we expect that they have a more positive outlook on 
automation than other modellers might have, which might bias our sample. 
 
At the time, nine interviewees worked at six different water authorities and five interviewees at four different 
consulting companies. All interviewees are hydrodynamic modellers, but their post-graduation work experience 
level varied between one and fifteen years. All interviewees model for flood applications. Aside from being a 
modeller, five of the interviewees have an advisory role in their function and four also have a role as 
programmer. 
 
The fourteen semi-structured interviews were conducted between September and December 2021. All were 
held in Dutch, except one, which was in English. All interviews lasted between 1 hour 15 minutes and 2 hours. 
The interviews consisted of questions regarding automation in the modelling process, e.g. its current state, the 
possibilities, and the modeller’s perspective on it. The interview guide is included in Supplementary Material A. 
The questions relevant to this study are highlighted. The interviews were all recorded and transcribed. 

2.3  Theoretical background 

Part of our content analysis was based on the issues and best practices of automation derived from literature 
by Pagano et al. (2016). They described three issues and seven best practices for automation. They obtained 
their findings from other disciplines, such as meteorology, but apply these to automation in hydrology. 
 
The three issues identified by Pagano et al. (2016) are: changes in the modelling process, in people’s behaviour, 
and in the perception of the model’s trustworthiness. First, modelling processes change due to automation, 
which may require the modeller to assume a different role or execute tasks not part of their expertise. 
Commonly, the first aspects that are automated are the most-easily automated tasks, such as data preparation. 
At some point, this leaves tasks that may not suit the modeller’s expertise, which were previously done by 
someone else or not at all. Secondly, automation changes people’s behaviour. Automation transfers the source 
of human error from the modeller to the programmer of the automation script. For example, inconsistent 
assumptions can be recorded in an automation script by the programmer. This transfer of errors can influence 
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what a modeller communicates. For example, when the automatic system does not indicate that a warning 
should be issued, but the modeller estimates differently, what should the modeller communicate? If the 
modeller does issue a warning, they might have less ground to stand on depending on the operational protocol. 
Thirdly, the perception of the trustworthiness of a model might not be accurate, e.g. due to a persistent first 
impression that is no longer valid. A modeller can perpetuate this first impression by recommending or 
dissuading the use of certain automation scripts. The issues with automation that were identified by Pagano et 
al. (2016) present themselves at different moments in the automation process. Since the case study we explore 
started recently, some issues cannot yet be observed. 
 
Besides the three issues described by Pagano et al. (2016), they also derived seven best practices from 
meteorology. We focus on five of the seven best practices, because these centre on the link between modeller 
and automation. The other two best practices, ‘Use automation to quality-control and ingest data’ and ‘Use 
well-designed forecasting interfaces’, cover which aspects are most suitable to automate and how the 
automation should be designed, not the interaction between the modeller and the automation procedure. The 
five best practices we explore in this study that Pagano et al. (2016) suggest for the modeller are: 

• Have transparent systems – A modeller should be able to retrace the different steps done by the 
automation procedure, such as intermediate results. 

• No peeking at the answer – A modeller should give an estimation of the expected outcome before 
analysing the automated output. This creates better understanding of the results and makes the 
modeller more critical of the results from the automation.  

• Evaluate your results – Evaluation of the automated output is crucial for improving the automation 
procedure itself. This should be done in a constructive and structured manner. 

• Never stop learning the science – A modeller must keep learning the underlying science behind the 
modelling.  This expertise will help the modeller in evaluating the automated results. This cannot be 
learned from modelling itself. 

• Redefine your role – The role of the modeller might have to be redefined. As the modelling process will 
become less time consuming for the modeller due to automation, this might give the modeller more 
time for other tasks. However, this requires a different expertise, which might lead to the modeller being 
more removed from the modelling itself. This can reduce the modeller’s ability to interpret and 
understand the results. 

2.4  Content Analysis 

The transcripts were analysed in ATLAS.ti, version 9 (ATLAS.ti Scientific Software Development GmbH, 2022), 
through deductive and inductive content analysis. 
 
The deductive content analysis was based on the issues and best practices described by Pagano et al. (2016) 
(Supplementary Material B.1). Each issue and best practice was subdivided into several interview codes, 
resulting in 18 predetermined interview codes. This was directly based on the text in Pagano et al. (2016). For 
example, the best practice ‘Evaluate your results’ was subdivided in the interview codes: ‘Evaluation’, 
‘Evaluation decrease’ and ‘Evaluation increase’. ‘Evaluation’ covers anything that is related to evaluation of the 
scripts. The other two relate to how the evaluation develops over time.  ‘Evaluation increase’ meaning more in-
depth evaluation over time and ‘Evaluation decrease’ less. 
 
To supplement the predetermined codes of the deductive analysis an additional set of interview codes (see 
Supplementary Material B.2) were developed through grounded theory in a first round of coding. These 
interview codes were divided over seven code groups, indicated in the Supplementary Material (column 
‘Group’). We were not able to group all codes, so seven codes were added to the ‘Miscellaneous’ group. 
 

3. Results and Discussion 

First, we describe the findings related to the different levels of automation development and uniform use 
(results of inductive analysis). Second, we relate the results to the theoretical framework of Pagano et al. (2016) 
(results of the deductive content analysis). Finally, we discuss the different roles of water authorities and 
consulting companies and how this influences automation perception (results of inductive content analysis).  
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3.1  Social levels of automation practice as standardisation procedure 

The HYDROLIB project is about gathering and centralising automation scripts.  The uniform application of these 
scripts contributes to increasing standardisation at the (inter-)organisational automation level. As such, this 
standardisation not only serves the purpose of increased efficiency for the modeller, but also as a way of quality 
assurance for decision makers (provided that certain implementation requirements are met - as will be discussed 
in this section). 
 
The social levels of automation practice, presented in this section, are not necessarily directly related to the 
quality of the automation, but the scale is relevant to evaluate the usefulness of automation as a standardisation 
procedure. We will refer to these social levels of automation practice as automation levels. From the interviews 
it became clear that automation scripts already exist at several ‘automation levels’. Based on that, we identified 
four levels at which automation is uniformly applied: Individual, Team, Organisational and Inter-organisational. 
 
Individual – Any modeller will write an automation script at a given moment to create a more efficient and 
consistent workflow for themselves. This is often done for repetitive tasks that are cumbersome to execute 
manually and easy to automate. The scripts are built quickly, often having little to no documentation. For 
example, one respondent described their process as existing “only on ad hoc basis at the moment that someone 
needs data for a part of the area. That would be executed with Excel-files that only the person who worked with 
it would understand”. The modeller is responsible for the development and implementation of their own scripts. 
Different modellers can create similar scripts, resulting in overlapping tools and inefficiency from the 
organisation’s perspective.  Another interviewee said it is sometimes more efficient to create your own script 
than to ask around if someone already has a script and figuring out how that script works. Here, the interviewee 
showed how a modeller considers the effort both options would take to make the choice to develop their own 
script. Of course, this would only be possible if a modeller has the capacity and knowledge to develop a new 
script. Evaluation happens ad hoc. At this level, the generalisable lesson learned is that automation as 
standardisation creates more efficiency for the individual modeller, but not necessarily more transparency and 
reproducibility between modellers in the modelling process, nor quality assurance for the decision makers. 
There is, however, a high level of agency for the individual modeller, flexibility to adapt the procedure, and 
different approaches to the same task can provide insights in uncertainty introduced by choosing a particular 
method. 
 
Team – Within a team, automation scripts can be created for common use. At this level, each individual 
maintains a degree of agency – the capacity to make their own decisions and be responsible for them. The scripts 
are developed and evaluated organically. Whenever a bug or a potential improvement is encountered, the script 
is adapted. The script often originates at the individual level, but has been proven to be useful for more than 
just one individual. Scripts are often used multiple times or as starting point for a specific application. Similarly 
to the individual level, evaluation happens impromptu and documentation is added only if necessary, but asking 
colleagues for help or explanation is easy. So in general, on the team level, standardisation in the form of 
automation results in more efficiency and collaboration between colleagues. However, this standardisation does 
not automatically result in more transparency as colleagues can easily ask each other for needed explanations 
instead of writing documentation. 
 
Organisational – At the organisational level, scripts are required to be more generalised for internal use.  
Documentation is often added.  In one example, an organisation established a monthly hackathon, in which an 
individual or team script was generalised for everyone to use. Such a hackathon or some other (formalised) 
approach or initiative is necessary to move a script from the Individual to the Organisational level. The 
organisation benefits because it can streamline its overall modelling and automation efforts. However, 
organisations can also encounter variation in approaches and the challenge of inter-operability between 
departments. This raises the question which method should be used and if an organisation-wide script is feasible 
and desirable. This is dependent on how this process is set up and how everyone is included in it. One approach 
raised by interviewees was that organisations established new processes for script development, for example 
the hackathon in the interviewee’s organisations. This also raises issues about how evaluation of scripts would 
be handled. The evaluation of the automation scripts was dependent on how the scripts were developed and 
the vision and resources of the programmers. If scripts are developed for a commercial purpose, i.e. delivering 
a paid service to others, the organisation will have a financial incentive to maintain them, at least as long as the 
service is required. If the scripts are open-source, there is still the incentive to provide a good service, but the 
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evaluation might also be partly the user’s responsibility subject to the programmer’s vision.  For instance, Mer 
et al. (2020) recognise that in open-source modelling the documentation might become more fragmented due 
to the user’s own responsibility. As such, it will partially depend on how willing and able individual modellers 
are in contributing to the evaluation and further development of a script. In summary, efficiency does increase 
in general with automation at the organisational level and there is potential for more transparency and 
reproducibility on this automation level. If automation is implemented properly with attention to maintenance, 
evaluation, and documentation, this potential can be realised and contribute to standardisation and to quality 
assurance for decision makers. 
 
Inter-organisational – Sometimes, different organisations each bring their own modelling culture, methods and 
scripts to coordinate inter-organisational automation efforts, such as HYDROLIB. In this circumstance, each 
organisation has to be open to a certain flexibility in their way of working, relinquishing some of their agency. 
Organisations involved in an inter-organisational initiative have to relay the outcomes of collaboration to their 
own modellers and programmers. These new or adapted tools might be in contradiction with what modellers 
are familiar with, meaning that the modellers might need time and incentive to adopt it. Bringing together these 
different scripts presents distinct challenges. For example, one interviewee stated, “[when] steering towards 
automation, ... the Waterschaphuis [Dutch governmental institution assisting all water authorities] [is] run[ing] 
into these problems, [for example,] within a water authority, [there] are problems of data formatting not 
align[ing] with what the hydrologist wants”. The organiser of this effort also has to ensure that the automation 
is interoperable. This pertains to among others operating systems, programming languages, data sharing, and 
computer capacity to run the scripts. The generalisable lesson learned is that automation at the inter-
organisational level does motivate to uniformise data, enhancing the ease of data implementation and sharing. 
As such, automation a means of standardisation at this level can contribute to quality assurance for the decision 
maker through improved transparency, reproducibility and consistency. However, this does require the 
automation script to have, among others, documentation and an evaluation plan. 
 
Figure 3 summarises the effects of standardisation across the different social levels of automation that emerged 
from our interviews. 
 
 

 

Figure 3: Depiction of change in the effects of standardisation when scripts move between levels at which automation is 
uniformly applied. Standardisation in this instance refers to ensuring quality assurance. These changes in effects of 
standardisation are from the (inter-)organisational perspective. On the side the requirements for standardisation are shown 
in order to achieve the effects. 

 

As automation scripts are developed further, progressing from Individual to Inter-organisational level, the 
modelling process is slowly standardised to ensure quality for decision makers due to more reproducible and 
transparent modelling. This does necessitate among others documentation, evaluation, determined ownership 
and maintenance of the automation scripts. If these requirements are not met, the automation, as a 
standardisation method for quality assurance, loses its value. For example, centralised scripts from the (Inter-
)organisational level can also be further developed at the Individual or Team level without feeding this back to 
the (Inter-)organisational level. This leads to decreased standardisation from an (inter-)organisational 
perspective. Additionally, automation at the (Inter-)organisational level may decrease insight into uncertainty 
because it suppresses different methodological choices, and the freedom of the modeller to make choices. 
Therefore, modellers should maintain a good understanding of the hydrological system and the automation 
choices for the interpretation and evaluation of the results (Pagano et al., 2016; Woods & Sarter, 2000). 
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3.2  Results based on Pagano’s theoretical framework 

Based on the interview codes informed by Pagano et al. (2016), two common topics were identified when 
analysing the interviews: 1) what is automated, and 2) appreciated practices by modellers. 
 
What is automated? – At the time of the interviews, mainly less complex components of the modelling process 
are automated within the Dutch hydrological community, at the individual, team and sometimes organisational 
level. The execution of modelling decisions (i.e. the choices made throughout the modelling process by the 
modeller) is automated, not yet the actual choices themselves. For example, the data importation into the model 
is automated, but which data and how is still determined by the modeller themselves. As such, the transfer of 
modelling decisions to the automation script does not occur frequently, according to the interviewed modellers. 
Still, the modellers are aware of giving power to the programmer when modelling decisions are automated 
beyond the individual level for purposes of standardisation. The modeller loses insight into the modelling 
decisions made by the programmer, which would also increase the difficulty to question and examine the 
assumptions behind the modelling results. Because of the loss of insight, modellers are hesitant to adopt 
automation at the (Inter-)organisational level, because they have to relinquish their own modelling decision 
power. For example, one interviewee stated, “I, myself, would like to keep influence on that. But there will 
undoubtedly also be many people that just say ‘Yes, it can be automated’. I want to know to some extent what 
the consequences are of the modelling decisions.” Programmers, on the other hand, will receive more agency. 
The trade-off in agency affects how automation is perceived and illustrates the potential reduction in the 
modeller’s responsibility as a consequence of increased automation (Limerick et al., 2014). 
 
Convenience and efficiency are important factors to consider in Organisational or Inter-organisational level 
automation, even though this might lead to less transparency. For example, an interviewee stated, “For ease of 
use, I would say yes, but I do think that you lose insight into certain [modelling] decisions.” Decreased 
transparency can also result in a lower degree of interoperability of the automation scripts, especially if the 
effort is not made to understand the metadata. Multiple interviewees indicated that they would not read texts 
of tens or hundreds of pages long. 
 
Besides a general loss of insight into the process, the loss of insight might vary per modeller, because each 
modeller has their own expertise with which they can understand and use the automation scripts. The sense of 
loss of understanding may also depend on the purpose of the modelling study, the resources available and the 
experience of the modeller themselves. 
 
Appreciated practices by modellers – The interviewees mentioned several practices they would appreciate and 
which would enhance the use and acceptance of centralised automation. Firstly, transparency of the automation 
system is key, just as Pagano et al. (2016) mention in their best practices. This would also increase the ability to 
gain insight into the assumptions behind the automation. Transparency could be facilitated in many ways. One 
possibility mentioned by an interviewee would be to create an automatic log file of all the modelling decisions 
made with the automation. However, the log file is created at the end, which might not be used or read by the 
modeller. This renders the log file to be a silent form of communication between automation and modeller. 
Another option provided by an interviewee was creating pop-ups of characteristics of the automation when a 
modeller is using the automation. For instance, a pop-up might provide the limitations of a part of the model 
software if it is used or not. Carver and Turoff (2007) argue that an automation system should not be silent. This 
is also mentioned by Woods and Sarter (2000), who stress that people and technology are dependent on each 
other. This reinforces the idea of creating pop-ups or an equivalent. Yet, pop-ups would disrupt the modeller’s 
work they do simultaneously to the automation, which affects their behaviour, for instance experiencing stress 
or impacting their performance (McFarlane & Latorella, 2002). Though McFarlane and Latorella (2002) do 
recognise human’s ability to handle these interruptions, this depends on the extent to which the interruptions 
divert, distract, disturb and disrupt the current task. Besides, with pop-ups, modellers might just click ‘OK’ 
without actually reading or considering the message. Another suggestion was that a slow build-up of the 
automation system would improve the automation’s acceptance. First one aspect is automated, once modellers 
are familiar with this, a next aspect is automated. The slow build-up ensures that modellers can familiarise 
themselves with the whole system, leading to better understanding and acceptance of the automation. For the 
modellers, this will enhance their understanding of the system, which Pagano et al. (2016) recommends. The 
slow build-up also applies to getting their superiors on board, for example, an interviewee stated, “How much 
time will you invest [in the script] the first time? And how certain is it that we will use it again? So, even though 
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as a modeller you think you truly need this, often you have to convince your director that it is truly necessary 
despite the initial high costs.” 
 
Translating this to the inter-organisational level requires clear communication to the potential users of the 
automation script regarding the features of the automation, also recognised by Calder et al. (2018). During and 
after the script development, this means having good documentation, even though it might be time-consuming 
(Polhill & Edmonds, 2007) and the documentation has to be fit for purpose (Müller et al., 2014). However, it is 
not taken into account whether the documentation is read and used or not. Aside from the documentation, a 
central point for questions or comments can be implemented to enhance communication. Also, including users 
in the design or testing process will enhance their acceptance and use of the script, as they can familiarise 
themselves while it is being developed. Afterwards, they can take their gained knowledge to their own 
organisation. Lastly, the interviewees prefer to use automation as a method to advise or inform them. For 
example, an automation script can indicate if an issue occurs between your spatial and temporal resolution. 
After this, the modeller can make a modelling decision about what to change. Or, as an interviewee indicated, a 
modeller can be given advise by the automation tool as to what the best temporal resolution is. 
 
Because the efforts to centralise automation scripts at the inter-organisational level are still ongoing, not all 
interview codes based on the theoretical concepts were applicable in the content analysis. Some interview 
codes, such as ‘Redefining the modellers role’ or ‘Different skills / knowledge obtained by the modeller’, were 
not used because not enough time has passed to observe these changes. The same is the case for the interview 
codes related to the accuracy of the automation’s perceived trustworthiness. For these interview codes, it might 
also matter that some modellers were involved in the development or testing of automation scripts, which 
results in a different first impression. 

3.3  Interaction between Water Authorities and Consulting Companies 

The interviews showed that the roles of the water authorities, consulting companies and research institutes 
propagate into the modeller’s perceptions on automation, resulting in differences between the water 
authorities and consulting companies. A modeller at a water authority more easily accepts automation in any of 
the steps executed by a consulting company since they already transferred this modelling decision to an external 
partner. For example, if a water authority used data provided by a research institute, the pre-processing of these 
data is already done by the research institute. Then, as an interviewee stated, “I just assume that this 
[automation of pre-processing] already happens at the research institute. Again another assumption, I don’t 
know what exactly happens there.” Even though the modelling step is executed by an external partner, it is still 
desirable to have transparency and reproducibility. Automation at an (Inter-)organisational level can 
accommodate this. 
 
Often, similar organisations execute specific parts of the modelling process, e.g. consulting companies tend to 
execute the calibration and model schematisation steps. Because each organisation is responsible for different 
modelling steps, it is generally expected that automating certain steps is the responsibility of the organisation 
that executes it. For instance, automating data pre-processing is the perceived responsibility of the water 
authorities or research organisations, according to an interviewee at a consulting company. 
 
The general division of these modelling steps between water authority, consulting company and research 
institute is due to the availability of resources, such as computational power, expertise, staff and funding. 
Consulting companies generally have more resources than water authorities, especially computational power, 
but also experience and expertise, to execute calibration, model set-up and validation. Because of the resources 
needed to automate, water authorities, consulting companies and research institutes need to consider if 
automation is worthwhile. 
 

4. Reflections and implications 

The expectation is that standardisation will result in higher consistency between modelling studies and more 
transparency. But, achieving these outcomes depends on its documentation, evaluation and maintenance. 
Consistency and transparency in the modelling process are considered important for model results to be useful 
in a decision-making context (Watson, 2005). If transparency and consistency are achieved, then decision 
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makers have an improved foundation for their decisions, even though the model results are only one part of 
their considerations (Calder et al., 2018; Watson, 2005). However, our results indicate that the interaction 
between automation and its usage might affect the transparency and consistency achieved through 
standardisation for quality assurance. 
 
There are also other approaches to achieve more transparency, for instance through creating records of 
engagement and decision making (Cockerill et al., 2019) or audits. All these procedures are meant to achieve 
quality assurance for decision makers – the persons making decisions informed by model results (in this case 
study, for example the local water manager). 
 
Automation, like other technologies, shapes its use, and vice versa (Melsen et al., 2018). The usage of 
automation can change over time, and the distance between programmer and modeller can increase. This 
increased distance can produce barriers to communication and examination or questioning of the assumptions 
in the automation, making the need for the development process and final script to be documented essential 
(Calder et al., 2018; Wang et al., 2023). While modellers familiarise themselves with any automation script, they 
might become less critical of the automation and its capabilities and limitations (Parasuraman et al., 2000). This 
can result in the modellers blindly accepting the automation, of which an interviewee gave an example, “So 
basically, it is automated: as a modeller you can change the table and put in other values. However, in reality, 
that rarely happens, I think. So, at some point, someone came up with these numbers and over time we become 
a bit blind to this, sometimes too blind.” The blindness can affect the transparency, because the modellers no 
longer understand and evaluate what the results are based on. In general, the loss of understanding in the 
automation can lead to surprising results (Carver & Turoff, 2007; Parasuraman et al., 2000), leaving the modeller 
the difficult task to figure out what these results mean. 
 
How automation developed at Organisational and Inter-organisational level is used, will determine if it can 
actually serve as a standardisation method for quality assurance – its usage shapes the automation. Calder et al. 
(2018) mention that ‘models might be used for purposes beyond those for which they were originally designed’ 
and this also applies to automation. Furthermore, automation scripts can be taken locally. Here, they can be 
developed further, while no feedback is supplied to the central automation. This practice could potentially 
create many versions of a similar automation script again, transferring the automation back to Individual or 
Team automation level (see Figure 3). Also, automation scripts can be used in such a way that the modeller 
adapts it to get the hydrological response they would expect. This was mentioned by some interviewees, with 
for example an interviewee stating, “Sometimes, you are fumbling about, misusing certain features in order to 
get the system response that you want”, raising the question: ‘Who is making the modelling decision, the 
programmer of the script or the modeller?’ 
 
The (mis)usage of the automation can potentially negate its intended transparency and consistency at an 
organisational or inter-organisational automation level, affecting the standardisation potential of automation. 
For maintaining the quality in models or technologies, Calder et al. (2018) suggest that a proper review system 
should be set up. At some point, this review might result in needing to retire some of the technology developed. 
Part of a review system is appointing long-term ownership to give someone the responsibility to keep up the 
review. While for models the owner is usually quite clear, this is more difficult for automation scripts beyond 
the individual or team level. To determine ownership is especially important for automation because 
automation potentially impedes the questioning of assumptions more. The power relations between auditor 
and client is another aspect influencing the questioning of automation scripts (McCracken et al., 2008; Carlisle 
et al., 2023). Multiple quality assurance and control procedures exist each with their own (dis)advantages: e.g. 
code review (Bacchelli & Bird, 2013; Pascarella et al., 2018), documentation (Kajko-Mattsson, 2005; Parnas, 
2010), and automated testing (Bartram & Bayliss, 1984; Winkler et al., 2010). Besides improved quality, 
additional benefits can occur such as knowledge transfer or increasing team awareness (Bacchelli & Bird, 2013). 
 
Organisations internally apply a mixture of these quality assurance and control procedures to a certain extent 
already, as some of the interviewees indicated.  Still, as long as no errors occur, the script, data or technology 
are often accepted as is.  If errors do occur, automation requires that the whole process is evaluated more 
carefully. According to our interviewees, in some organisations, automation scripts were developed relatively 
recently and the evaluation has not been set up (yet) at the time of the interviews. The allocation of time and 
resources are important intervening factors, just as the perceived long-term usefulness of the script or tool in 
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question. Inter-organisationally, setting up these procedures takes even more effort. The HYDROLIB project 
currently has determined ownership for each component of their project and has set up a review system. 
 
Generally, regular reviews of automation at the inter-organisational automation level would ensure it is fit for 
purpose and has clear documentation, which Hamilton et al. (2022) and Calder et al. (2018) have, respectively, 
emphasised. Regular reviews could potentially also help decrease unintended blind spots in the model 
adaptation. Only when these requirements are met will automation at the inter-organisational level contribute 
to standardisation as a means to achieve quality assurance, and with that, to consistency, transparency and 
reproducibility. 
 

5. Conclusion 

In this study, we explored the modeller’s perspective on automation of the model setup using a case study of 
hydrodynamic modelling in the Netherlands. We conducted fourteen interviews with modellers at water 
authorities and consulting companies. Subsequently, we carried out a deductive (based on Pagano et al. (2016)) 
and inductive content analysis on the transcripts. The analysis resulted in an overview of the different social 
levels of automation practice at which automation is applied uniformly (Individual, Team, Organisational and 
Inter-organisational); insights into the current extent of automation and the preferred practices in automation 
by the modeller; and the interaction between third-parties that conduct part of the modelling work in light of 
automation. The automation levels cover who created and used the automation script: for the individual, team, 
organisational and inter-organisational level, this is, respectively, one modeller, within a team of modellers, 
within one organisation and between different organisations. 
 
Automation of parts of the modelling process has numerous advantages: efficiency, reduction of human error, 
transparency, reproducibility, and consistency between different modellers. These advantages appear at 
different social levels of automation practice.  Efficiency and reduction of human error show at all automation 
levels, while transparency, consistency and quality assurance for decision makers can be achieved when 
automation is implemented at Organisational and Inter-organisational automation level. Automation has to be 
implemented carefully at these (Inter-)organisational automation levels, as modellers might not be inclined to 
use it if they do not trust it or have a different view on how modelling should be done. Furthermore, automation 
as a standardisation procedure requires among others documentation, evaluation, and maintenance in order 
for the advantages of standardisation to surface. 
 
Even if the automation is used and has all the requirements for a standardisation procedure, it is crucial to keep 
testing one’s own understanding and understanding the automation (at any automation level). Automation at 
organisational and inter-organisational levels might include the risk of decreasing transparency, i.e. not being 
aware of underlying modelling assumptions, or (mis)using the automation in a such a manner that it still aligns 
with the modeller’s perception of the hydrological system. Any project targeting automation at the 
(Inter-)organisational automation level has to find a balance between creating transparency and consistency 
with their automation tools and safeguarding the modeller’s trust and proper use of their automation tools. This 
requires setting up a review system and determining who has long-term ownership of the automation tool. 
Automating the modelling procedure is a fine line between giving and taking power to modellers and 
programmers, managing the risks and benefits of automation. 
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