
 

 

Correspondence:  
Contact M. McPhee at malcolm.mcphee@dpi.nsw.gov.au  
 
Cite this article as: 
McPhee, M., Richetti, J., Croke, B., and Walmsley, B.  
Model evaluation: The misuse of statistical techniques when evaluating observations versus 
predictions 
Socio-Environmental Systems Modelling, vol. 6, 18758, 2024, doi:10.18174/sesmo.18758  

 

 
This work is licensed under a Creative Commons Attribution-NonCommercial 4.0 International 
License.  

 

Socio-Environmental Systems Modelling  
An Open-Access Scholarly Journal 
http://www.sesmo.org 
 

 

  

Model evaluation: The misuse of statistical techniques when 
evaluating observations versus predictions 

Malcolm McPhee1*, Jonathan Richetti2, Barry Croke3, and Brad Walmsley1,4 

 
1 NSW Department of Primary Industries and Regional Development, Livestock Industries Centre, University of 

New England, Armidale, NSW, Australia 
2 CSIRO, Floreat, WA, Australia 

3 Mathematical Sciences Institute and Fenner School of Environment & Society, The Australian National 
University, ACT, Australia 

4 Animal Genetics and Breeding Unit (AGBU), a joint venture of NSW Department of Primary Industries and 
Regional Development and University of New England, Armidale, NSW, Australia 

 

 
Abstract 
Mathematical modellers, decision support developers, statisticians, and students evaluate the differences 
between observed and model predicted values. When evaluating models, it is far too easy to conduct model 
evaluation by fitting a linear regression to the data. In this paper, steps are presented on ‘how to’ evaluate a 
model using deviance metrics rather than reporting r2 from fitting a linear regression. The paper aims to provide 
sound reasoning, with data, against using r2. The paper addresses five arguments, previously put forward, for not 
fitting a linear regression when conducting model evaluation: i) Misapplication of regression; ii) Ambiguity of null 
hypothesis tests; iii) Lack of sensitivity; iv) Fitted line is irrelevant to validation; and v) Violation of regression 
assumptions. Statistical, deviance, and quality control metrics are outlined. Three models using the BeefSpecs 
drafting tool are reported in this paper. Each model (n = 80) had an r2 of 0.43. A mean bias of 0.06, -2.90, and -
0.11 mm, and a root mean square error of prediction (RMSEP) of 1.72, 3.37, and 3.70 mm for models 1, 2, and 3, 
respectively. A modelling efficiency (MEF) of 0.39, -1.34, and -1.83, and 91, 51, and 56% of predictions within 
upper and lower quality control limits for models 1, 2, and 3, respectively. These metrics highlight the pitfall of 
reporting r2 from using regression. Minimum recommended steps of ‘how to’ conduct model evaluation are: a 
plot of the residuals with quality control limits and a table of metrics including mean observed, predicted and 
bias, RMSEP, and MEF.  
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1.  Introduction 

Evaluation of observations versus predictions from models is a common practice used to assess the accuracy 
and precision of models. Mathematical modellers, decision support developers, statisticians, and their students 
from environmental, hydrology, spatial, cropping, and livestock disciplines often use a range of techniques to 
evaluate models. When evaluating models, the presentation of results is frequently reported where several 
statistical methodologies are used. For example, the coefficient of determination (r2) from a regression fitted to 
the observed versus predicted data is commonly reported in journal publications, conference proceedings, and 
when presenting results at conferences (R2 is also a commonly used symbol instead of r2, and there are also 
multiple definitions of R2 in use which can confuse readers (Kvålseth, 1985)). In general, deviance metrics are 
also reported alongside an r2 and plots of observed versus predicted are frequently reported with a 1:1 line (i.e., 
y=x line). The misuse of regression for empirical validation of models has previously been reported by Kvålseth 
(1985) and Mitchell (1997). However, regression continues to be the most dominant statistical methodology 
used in model evaluation. 
 
Techniques used in model evaluation are the focus of this paper with an overall aim of developing ‘how to’ steps 
for good model evaluation. The concept of “good modelling practice” has already been considered (Jakeman et 
al. 2006). Jakeman et al. (2006) illustrated ten iterative steps for good modelling practice: 

• Definition of the purposes for modelling. 
• Specification of the modelling context scope and resources. 
• Conceptualisation of the system, specifications of data and other prior knowledge. 
• Selection of model features and families. 
• Choice of how model structure and parameter values are to be found. 
• Choice of estimation performance criteria and technique. 
• Identification of model structure and parameters. 
• Conditional verification including diagnostic checking. 
• Quantification of uncertainty. 
• Model evaluation or testing (other models, algorithms, comparisons with alternatives). 

 
It could be argued that model evaluation or testing, the 10th step, is the most critical step to be undertaken 
where the worthiness of all the other steps is determined. Model evaluation assesses the impact of the model 
and its usefulness, and where possible independent observations are used to make the evaluation. It is the 10th 
step of good modelling practice that this paper addresses. Therefore, the aim of this paper is to outline several 
steps that constitute good model evaluation practice. As Jakeman et al. (2006) stated “sustained attention needs 
to be made to ongoing improvements in developing techniques to provide credibility and integrity to the models 
developed”. Ongoing improvements to methodologies applied to model evaluation also need to be undertaken. 
The ongoing process of striving to improve model evaluation raises questions, such as: Have we introduced too 
much complexity into model evaluation? Is there an alternative approach to how models get evaluated? And if 
so, what are the steps required to achieve a rigorous evaluation?  
 
Several techniques and methodologies for evaluating models have previously been reported. Tedeschi (2006) 
reviewed several techniques, Bellocchi et al. (2010) reviewed the issues and methodologies of validating 
biophysical models and Bennett et al. (2013) characterised the performance of environmental models that 
includes a list of quantitative methods that could be used in evaluating models. All three reviews by Tedeschi 
(2006), Bellocchi et al. (2010), and Bennett et al. (2013) encourage modellers to use regression in quantifying 
models. The list of techniques outlined by Bennett et al. (2013) illustrates the length and level of complexity that 
modellers have been striving to achieve when quantifying models. In some cases, calculations to quantify 
observed versus predicted values are similar but use different names e.g., the Nash-Sutcliffe model efficiency 
(NSE also referred to as R2) (Nash & Sutcliffe, 1970) is the same calculation as the modelling efficiency (MEF) 
deviance metric developed by Loague & Green (1991) and reported by Mayer & Butler (1993). Thus, an 
overwhelming number of metrics, including some with different names, are available but an understanding of 
how to adequately use them is lacking. The MEF notation is used in this paper. 
 
The paper by Mitchell (1997) provided sound reasoning against using regression for validating models and 
suggested alternatives (Mitchell, 1997; Mitchell & Sheehy, 1997). Mitchell (1997) outlined five objections to 
using regression: 
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i) Misapplication of regression. The fraction of variation in the Y values (observed) explained by the 
regression (r2) is of no relevance since it is not intended to make predictions from the fitted line. 

ii) Ambiguity of null hypothesis tests. Ambiguity exists in a null hypothesis test because the more 
scatter in the points, the greater the standard error of the slope and the smaller the computed 
value of the test statistic. Therefore, it is harder to reject the null hypothesis. Hence, a paradoxical 
result that regressions from highly scattered samples of points are more likely to have slopes not 
significantly different from 1 or mean deviation significantly different from 0. 

iii) Lack of sensitivity. Regression lacks sensitivity in model evaluation because distinguishing the 
points from a random cloud is rarely necessary at the final stages of model development. 

iv) Fitted line is irrelevant to validation. The fitted line is irrelevant to validation because model 
validation is related to deviations from observed and model predicted values not the fitted line. 

v) Violation of regression assumptions. Violation of regression assumptions (i.e., homogeneous 
variance along the x-axis and with the x and y data values as well as the residuals being normally 
distributed) e.g., the observations are values from either a series in time or space, or are 
accumulated values, or are autocorrelated and X values (predictions) have error. 

 
Several authors (Loague & Green, 1991; Flavelle, 1992; Reckhow et al., 1992) as reported by Mitchell (1997) 
have stated that there are benefits from a regression because it provides an “objective and quantitative method 
for evaluating models”. Regression is also a familiar technique and is considered an easy option. Therefore, the 
easy option to evaluate models objectively and quantitatively is a regression of the observed versus predicted. 
Even though Loague and Green (1991), Flavelle (1992), and Reckhow et al. (1992) all encourage the use of 
regression they do however, all acknowledge that problems do exist in satisfying the regression assumptions. 
Tedeschi (2006), Bellocchi et al. (2010), and Bennett et al. (2013) also lean towards including the results of a 
regression in model evaluation, but they do recommend checking the data and conducting visual assessments. 
For instance, Bennett et al. (2013) indicated there may be some cases where a simple graphical representation 
of output is sufficient. 
 
Many research scientists and students have been led astray by: (a) being familiar with regressions but failing to 
understand the underlining assumptions; and (b) the demands of journal and conference proceeding editors 
suggesting that r2 should be included in the results of model evaluation. Therefore, developing a rigorous 
alternative set of ‘how to’ steps to produce a good modelling evaluation practice has merit. 
 
This paper aims to provide guidelines for quantitative model evaluation without relying on the r2 from fitting 
linear regressions to observed versus predicted data. Therefore, the objectives of this paper are to: (1) review 
the five objections of Mitchell (1997) and provide additional quantitative detail to their reasoning as required; 
(2) provide illustrations using observed versus predicted data from a published model to illustrate that model 
evaluation can be achieved without using regression; and (3) provide ‘how to’ steps to quantify model evaluation 
without using regression and reporting r2. 
 
The word validation is often used when evaluating models, but validation can mean different things to those in 
different disciplines. The meaning of verification, validation, and confirmation when evaluating models has been 
discussed by Oreskes et al. (1994). In this paper ‘model evaluation’ is used throughout rather than verification, 
validation, or confirmation. 
 
The published model used in this paper is the BeefSpecs drafting tool (Walmsley et al., 2011); the mathematical 
models and equations have been reported by Walmsley et al. (2014). In brief, the BeefSpecs drafting tool has 
been developed for on-farm drafting to allow beef producers to explore management changes to meet market 
specifications. Producers are penalized if they do not meet stringent market specifications related to fat 
distribution (i.e., subcutaneous fat P8 rump fat thickness (P8 fat, mm) or 12th-rib fat thickness (12th-rib fat, mm) 
sites) and hot standard carcass weight (kg). Improving market compliance rates by assisting producers to meet 
market specifications was estimated to be worth well over AU$51 million/year to the Australian beef industry 
(Lollback, 2012) and even more when a reduction in feeding costs is taken into consideration. Preliminary results, 
using the BeefSpecs on-farm drafting tool, on the misuse of regression when comparing observed versus 
predictions of final P8 fat (mm) were published by McPhee & Walmsley (2017) at the 2017 International 
Congress on Modelling and Simulation (MODSIM2017). 
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2. Model evaluation techniques 

There are several model evaluation techniques that are used. Mayer & Butler (1993) describe four main 
categories: subjective assessment, visual techniques, deviance measures (i.e., deviance metrics) and statistical 
tests (i.e., statistical metrics). Several mathematical notations are used throughout this paper and are defined 
in Table 1. This description of model evaluation techniques has been categorised into three metrics: statistical 
metrics, deviance metrics, and quality control metrics. 

 
Table 1: Mathematical notation and description. 

    Metric  

Notations Description  Statistical Deviance Quality 
control 

Deviation The difference between observed and model predicted values 
(Yi – f(X1,…,Xp)i) 

  ✓  

f(X1,…,Xp)i The ith model predicted (or simulated) value  ✓ ✓  

f(̅X1,…, Xp)
i
 Mean of model predicted (or simulated) values  ✓ ✓  

LCL Lower control limit    ✓ 

MSEP Mean square error of prediction  ✓   

  Bias MSEP decomposed into error due to overall bias of prediction  ✓   

  Slope MSEP decomposed into error due to deviation of the 
regression slope from unity 

 ✓   

  Deviance MSEP decomposed into error due to the deviance variation  ✓   

MAE Mean absolute error   ✓  

MA%E Mean absolute percent error   ✓  

MEF Modelling efficiency  ✓   

NSE Nash-Sutcliffe model efficiency  ✓   

r2 Coefficient of determination   ✓  

RMSEP Root mean square error of prediction  ✓   

SSR Sums of squares of regression about the fitted line  ✓   

SSE Sums of squares of the error  ✓   

SSTO Sums of squares total  ✓   

UCL Upper control limit    ✓ 

WCL Within lower and upper control limits    ✓ 

X1,…,Xp The pth input to the model  ✓ ✓  

Yi The ith observed or measured value  ✓ ✓  

Y̅ Mean of the observed (or measured) values  ✓   

Yî The ith linear value of the regression fitted through the data  ✓   

 

2.1  Statistical metrics 

The following statistical metrics have been used in this paper. Linear regression (1) is commonly used to evaluate 
a model: 

𝑌𝑖 = 𝛽𝑜 + 𝛽1 × 𝑓(𝑋1, . . . , 𝑋𝑝)𝑖 + 𝜀𝑖,    (1) 

 
where 𝛽0 and 𝛽1are the regression parameters for the intercept and slope, respectively and 𝜀𝑖 is the ith deviance 
error assumed to be from a single population that is independent and normally distributed ~ Ν(0, 𝜎2). 
 
The decomposition of mean square error of prediction (MSEP) (2), also referred to as the mean square error 
(MSE), was first introduced by Theil (1966) and outlined with additional explanation by Bibby & Toutenburg 
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(1977); the breakdown is expressed as errors in central tendency, errors due to regression and errors due to 
disturbances that sum to the MSEP i.e., MSEP = Bias (3) + Slope (4) + Deviance (5). Both the slope and deviance 
components represent the sample variance of predicted and observed values. 

𝑀𝑆𝐸𝑃 =
∑ (𝑌𝑖−𝑓(𝑋1,...,𝑋𝑝)𝑖

𝑛
𝑖=1 )2

𝑛
    (2) 

 
 
The bias, slope, and deviance components are generally reported as percentages of the total MSEP: 

𝐵𝑖𝑎𝑠 = (𝑓(𝑋1, . . . , 𝑋𝑝)𝑖 − 𝑌)2,    (3) 

 

𝑆𝑙𝑜𝑝𝑒 =
∑ (𝑓(𝑋1,...,𝑋𝑝)𝑖−𝑓(𝑋1,...,𝑋𝑝)𝑖)2𝑛

𝑖=1

𝑛
× (1 − 𝛽1)2,  (4) 

 

𝐷𝑒𝑣𝑖𝑎𝑛𝑐𝑒 = (1 − 𝑟2) ×
∑ (𝑌𝑖−𝑌𝑛

𝑖=1 )2

𝑛
.   (5) 

 
 
Modelling Efficiency (MEF) (6), like the NSE (Nash & Sutcliffe, 1970), is described by Loague & Green (1991), and 
reported by Mayer & Butler (1993) as a dimensionless statistic that directly relates model predictions to 
observed data: 

𝑀𝐸𝐹 = 1 −
∑ (𝑌𝑖−𝑓(𝑋1,...,𝑋𝑝)𝑖)2𝑛

𝑖=1

∑ (𝑌𝑖−𝑌𝑛
𝑖=1 )2 .    (6) 

 
The r2 for a linear regression (7) is interpreted as the proportion of variation explained by the fitted line: 

𝑟2 =
𝑆𝑆𝑅

𝑆𝑆𝑇𝑂
=

∑ (𝑌
^

𝑖−𝑌𝑛
𝑖=1 )2

∑ (𝑌𝑖−𝑌𝑛
𝑖=1 )2,     (7) 

where 

∑ �̂�𝑖 × 𝜀𝑖
𝑛
𝑖=1 = 0      (8) 

and 

∑ 𝜀𝑖
𝑛
𝑖=1 = 0       (9) 

 

2.2  Deviance metrics 

Mayer & Butler (1993) explain what is meant by deviance metrics used for validation and outline some of the 
pitfalls. In brief, deviance metrics are calculations of the difference between observed and predicted values 
paired to time, location, treatment, etc. The mean absolute error (MAE) (10) and mean absolute percent error 
(MA%E) (11) (Shaeffer, 1980) are often reported. The MSEP (2) is a common deviance metric that compares the 
observed values versus the predicted values; also referred to as second moments (Picard & Cook, 1984). It is 
worth noting that there is a linear relationship between MSEP (2) and MEF (6), so these should not be considered 
independent measures of model performance. The square root of the MSEP (RMSEP) (12) is generally reported 
rather than the MSEP (2), also referred to as the root mean square error (RMSE). The MAE and RMSEP are in the 
same units as the data and are therefore a meaningful metric to report. Hodson (2022) stated that neither the 
MAE or RMSEP is the better metric, however, Hodson (2022) reports that the MAE is optimal for Laplacian errors 
and RMSEP more suited for normal (Gaussian) errors. 

𝑀𝐴𝐸 =
∑ (|𝑌𝑖−𝑓(𝑋1,...,𝑋𝑝)𝑖|𝑛

𝑖=1 )

𝑛
    (10) 

 

𝑀𝐴%𝐸 = 100 × [∑ (|𝑌𝑖 − 𝑓(𝑋1, … , 𝑋𝑝)𝑖|/|𝑌𝑖|𝑛
𝑖=1 )]/𝑛 (11) 

 

𝑅𝑀𝑆𝐸𝑃 = √𝑀𝑆𝐸𝑃     (12) 
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2.3  Quality control metrics 

Quality control metrics are used extensively in engineering (Montgomery, 1991). Upper and lower control limits 
displayed on Shewhart quality control charts (Shewhart Control Charts, 2000) provide tolerance levels for 
technicians to flag that a manufactured product is out of tolerance. The Shewhart control chart measures a 
quality characteristic, say w, and the mean of w is µw (Montgomery, 1991). The general model of a Shewhart 
control chart is as follows: 
 

𝑈𝐶𝐿 = 𝜇𝑤 + 𝑘𝜎𝑤 ,      (13) 
 

𝐶𝑒𝑛𝑡𝑟𝑒 𝑙𝑖𝑛𝑒 = 𝜇𝑤 ,       (14) 
 

𝐿𝐶𝐿 = 𝜇𝑤 − 𝑘𝜎𝑤,        (15) 
 

where UCL is the upper control limit, LCL is the lower control limit, and k is usually chosen to be 3, where 99.7% 
of the observed data of a normal distribution lies within 3σ, 95% lies within 2σ, and 68% lies within 1σ (Sokal & 
Rohlf, 1995). The smaller the k the tighter the control limits, but with lower confidence.  
 
When dealing with observed versus predicted values the centre line (14) = 0. Each discipline should be able to 
provide acceptable limits for the model differences between observed and predicted. Mitchell & Sheehy (1997) 
recommend that the UCL and LCL are determined before model evaluation is undertaken. The BeefSpecs 
drafting tool and the underlying models to predict final P8 fat (mm) along with the observed ultrasound P8 fat 
(mm) provide the data to illustrate the misuse of regression. For example, to be accredited as an ultrasound 
technician to scan cattle requires a level of proficiency for assessing fat depth to be within 1.5 mm of the mean 
(i.e., an assessor considered to have high level skills in assessing fat) (Upton et al., 1999). However, the UCL and 
LCL errors for model evaluation are larger when errors associated with the model are taken into consideration. 
The UCL and LCL when comparing observed versus prediction of P8 fat are based on a sensitivity analysis 
conducted in a BeefSpecs evaluation of inputs and outputs (McPhee et al., 2014). The sensitivity analysis study 
of BeefSpecs found that “the average sensitivity of animals across sexes and frame scores with an initial LW of 
200 kg and initial P8 fat of 2 mm was 1.51 mm/mm. This result means that an error in the estimation of initial 
P8 fat of 2mm will result in an error of up to 3 mm in the prediction of final P8 fat”. Therefore, the UCL and LCL 
were set at 2 x 1.51 mm = 3.02 mm and rounded to 3 mm. 
 

3. Data 

To conduct this study three cattle models were simulated and evaluated against 80 observed values of final 
ultrasound P8 fat (mm). Models 1 to 3 were comprised of Bos Tarus steers. Summary statistics of final ultrasound 
P8 fat (mm) of observed and BeefSpecs drafting tool predictions for models 1 to 3 are reported in Table 2.  
 

Table 2: Summary statistics of observed ultrasound assessments and BeefSpecs drafting tool predictions for models 1 to 3 of 
final P8 fat (mm) of cattle used in the statistical evaluation of three models. 

 Observed Predicted 

  Models 

  1 2 3 

n 80 80 80 80 
Minimum 6.00 4.70 7.70 5.96 
Maximum 16.00 13.40 16.40 14.66 
Mean 9.68 9.61 12.58 9.78 
SD 2.21 1.86 1.85 1.87 

 

4. Results 

The density distribution of the observed and predicted values and the differences between the observed and 
predicted values of final P8 fat (mm) are reported in Figures 1 and 2, respectively. 
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Figure 1: Density distribution of observed (Obs) and final P8 fat (mm) predictions (Pred) of models 1 to 3. 

 
 

 
 

Figure 2: Density distribution of difference (observed - final P8 fat (mm) predictions) of models 1 to 3. 
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The mean bias shows that all models under-predicted the observations even though only slightly in some cases 
(Table 3). There were significant differences (P < 0.01) in the mean bias (µ1 ≠ µ2) of model 2 and no significant 
differences (P > 0.05) for models 1 and 3. There were no significant differences (P > 0.05) when testing for slope 
(Ho: slope = 1) for models 1 and 2 but significant differences (P < 0.01) for slope in model 3. Model 1 had the 
lowest RMSEP of 1.72 mm. The decomposition of the MSEP demonstrated that most of the error contained in 
the predictions was due to disturbances (i.e., deviance) for model 1. In model 2, the majority was in the 
associated bias and in model 3 it was in the slope. The MEF of 0.39 in model 1 indicated reasonable agreement 
between the observed and predicted final P8 fat but the MEF < 0 for models 2 and 3 indicated poor agreement 
between observed and predicted values. Mayer & Butler (1993) stated that “any model giving a negative value 
cannot be recommended”. The quality control metric of UCL = 3 mm and LCL = -3 mm revealed that 91% of the 
residuals were within the upper and lower controls of model 1 and the residuals of models 2 and 3 were both 
<=56%. Model 1 had the lowest MAE of 1.34 mm and lowest MA%E of 15%. The r2 was the same across all 
models and the 𝛽1 coefficient was the same for all models but the 𝛽1 coefficient was negative for model 3 rather 
than positive. Highly significant differences (P < 0.01) for slope (Ho: slope=1) were detected for model 3 but 
models 1 and 2 revealed a tendency (P < 0.05) (Table 3). 

 

Table 3: Statistical evaluation of final P8 fat (mm) across 3 models of observed and predicted values using the BeefSpecs 
drafting tool. 

Item Models 

 1 2 3 

n 80 80 80 

Mean observed, mm 9.68 9.68 9.68 

Mean predicted, mm 9.61 12.58 9.78 

Mean bias, mm 0.06 -2.90 -0.11 

MSEPA 2.96 11.35 13.70 

  Root-MSEP, mm 1.72 3.37 3.70 

  Bias, % 0.13 74.21 0.09 

  Slope, % 5.77 1.38 79.83 

  Deviance, % 94.10 24.41 20.09 

Modelling Eff 0.39 -1.34 -1.83 

WCLB, % 91 51 56 

MAEC, mm 1.34 2.94 3.00 

MA%ED, % 15 34 33 

Additional Statistics    

PE 0.75 < 0.01 0.88 

r2 0.43 0.43 0.43 

1  coefficient 0.78 0.78 -0.78 

PF 0.03 0.03 < 0.01 
AMSEP = mean square error of prediction error, Bias = MSEP decomposed into error 
due to overall bias of prediction; Slope = MSEP decomposed into error due to deviation 
of the regression slope from unity, Deviance = MSEP decomposed into error due to the 
deviance variation. 
BWCL = within upper and lower control limits. 
CMAE = mean absolute error (Shaeffer, 1980). 
DMA%E = mean absolute percent error (Shaeffer, 1980). 
EProbability of paired t-test for the mean bias (P < 0.05). 
FProbability of student’s two-tailed t-test for the slope (Ho: slope=1) at (P < 0.01). 

 
 
A plot of the observed versus predicted final P8 fat with a 1:1 (y = x) line illustrates the relationship that each 
model has to the 1:1 line (Figure 3). 
 
Figure 4 illustrates the residuals (observed – predicted) with a horizontal line (y = 0) and the upper and lower 
control limit boundaries of 3.0 mm. The within control limits (± 3.0 mm) percentages are 91, 51, and 56% for 
models 1, 2, and 3, respectively (Table 3). 
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Figure 3: Scatter plots (enclosed circles) of models 1 to 3 of final P8 fat (mm) (observed versus predicted) where the solid black 
line (thin) is the 1:1 relationship and the blue solid line (thick) is the regression line. The regression equation and r2 are reported 
for each model to demonstrate the misuse of regression for empirical validation of models. 
 
 

 
Figure 4: Residuals (enclosed circles; observed – predicted) versus predicted P8 fat (mm) with upper and lower control limits 
(dashed lines) of 3.0 mm and solid line residuals=0. 
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5. Discussion 

Concerns about misusing regression when conducting model evaluation have been repeated on numerous 
occasions (Kvålseth, 1985; Loague & Green, 1991; Mitchell, 1997; Mitchell & Sheehy, 1997; Tedeschi 2006) and 
the use of the simultaneous F-test applicable to deterministic models has been reported by Mayer et al. (1994). 
The fundamental issue is that many scientists and modellers use the regression of best fit not the deviance of 
the observed – predicted (residuals) for model evaluation. Table 3 reports the statistical metrics where the r2 

and the slope coefficient are the same for models 1 and 2 and the 𝛽1 coefficient for model 3 reverses the 
inequality of models 1 and 2 (-1 x 𝛽1). Figure 4 illustrates the deviation across all three models and that the r2 
reported in Figure 3 and Table 3 does not mean that the model is a good fit. This highlights the pitfall of relying 
on r2 to evaluate models. The decomposition of the MSEP (2) into bias, slope, and deviance components along 
with the reporting of deviations with an upper and lower control limit is highly recommended. Even though (4) 
and (5) use components of a regression to calculate the values, the decomposition components (deviances) (3) 
to (5) add up to the MSEP i.e., they are directly related to the MSEP that is universally accepted as the best 
method of reporting differences (Tedeschi, 2006) between an observed and model predicted value. Regarding 
the statistical test on the mean bias, several authors have reported methods that they consider acceptable. For 
example, Reckhow et al. (1992) suggests that a one-way t-test for the mean deviation being less than a specified 
value when the specification of the critical value is like the criteria of an envelope of acceptable precision. 
Tedeschi (2006) also states “that a paired t-test is preferable to a t-test of the difference of the means since the 
former paired t-test is less conservative and removes any covariance between the data points”.  
 
This paper provides a quantitative response to the five objections to using regression for validating models that 
Mitchell (1997) outlined: 
 

i) Misapplication of regression  

Developing regressions to conduct model evaluations, using ordinary least squares to make predictions of y from 
x, based on assumptions (Draper & Smith, 1966; Sokal & Rohlf, 1995), is commonly used by research scientists 
and students from a range of disciplines. In fact, one could argue that it is so familiar, as stated by Flavelle (1992), 
that it is the most common use of regression by research scientists and students. The key point that Mitchell 
(1997) is making here is that the fraction of variation in the y values (observed) explained by the regression (r2) 
is of no relevance since it is not intended to make predictions from the fitted line. Mitchell (1997) highlights that 
the least squares method employed by regression sets out to minimise the variation between the y- and x-axis 
and when comparing observed versus predictions minimising the variation is not the object of the comparison 
but rather the variation in the relationship to the 1:1 line is what is being assessed. This is why the MEF metric 
(5) is different from an r2 in that it quantitatively emphasizes the 1:1 line relationship. However, many in the 
scientific community struggle with stating the MEF because it gives a number between −∞ and 1. It may seem 
harsh with values < 0 (Table 3; models 2 and 3) but the MEF does quantify a model that takes into consideration 
the 1:1 line. The RMSEP and MAE are the highest across models 2 and 3 (Table 3) and quantitatively back up the 
MEF as a metric that can provide guidance on whether the model predictions are accurate in relation to the 
observed values. 
 

ii) Ambiguity of null hypothesis tests 

The t- or F-tests are frequently conducted in model evaluations on the mean bias (µ1 ≠ µ2) and the slope (Ho: 
slope=1). It could also be conducted on the intercept; “testing that the intercept does not differ from zero” 
(Mitchell, 1997) but this is rarely reported. Sample size and the associated scatter with a large sample size is an 
issue here; “the greater the standard error of the slope and the smaller the computed value of the test statistic 
so that it is harder to reject the null hypothesis. This leads to the paradoxical result that regressions from highly 
scattered samples of points are more likely to have slopes not significantly different from 1!” (Mitchell, 1997). 
“The test can fail either because the slope is really not different from 1 or because there is much scatter around 
the line” (Mitchell, 1997). The models in this paper all have the same sample size (n = 80) therefore, the point 
raised by Mitchell (1997) cannot be illustrated. However, the P = 0.03 for models 1 and 2, both show a tendency 
(P < 0.05) rather than a highly significant (P < 0.01) difference, thus inferring that the t-test is a stringent test on 
the slope when sample sizes are larger. Based on the predefined UCL and LCL of ± 3 mm, 91% of the data in 
model 1 were within the control limits as opposed to models 2 and 3, which were <= 56%. For the prediction of 
final P8 fat (mm), the results of 91% is considered adequate. However, the level of adequacy of a model will 
depend on user engagement to determine acceptable levels. 
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iii) Lack of sensitivity 

Mitchell (1997) reports that once model evaluation is reached, when using regression, there is in general good 
agreement with observations and predictions. In other words, it is a trivial step and thus predictable that a 
regression will fit the data. Sample size and the spread of data play a role in the lack of sensitivity in the data. 
Mitchell (1997) attached an appendix to their publication indicating that a regression is not good enough to 
quantify how good the line of best fit is, once it has gone past the conventional thresholds of P = 0.05, 0.01, or 
0.001. One could equally argue that low sample sizes e.g., n < 7, will also lack sensitivity. Low sample sizes impact 
all metrics outlined in this paper and thus conducting model evaluation when the sample size is small should be 
avoided. Generally, sample sizes >= 15 are considered acceptable. However, collecting observed data to evaluate 
complex systems can be expensive and difficult to achieve. Huth & Holzworth (2005) have developed a system 
called ‘sensibility tests’ that evaluate model usefulness. In ‘sensibility tests’ the model evaluation is made against 
more subjective, local experts feeling for model behaviour (Huth & Holzworth, 2005). The ‘sensibility tests’ of 
Huth & Holzworth (2005) are like the user predefining the lower and upper control limits on the plots of the 
residuals (Figure 4). The plots of the residuals are often easier to understand for non-modellers. 
 

iv) Fitted line is irrelevant to validation 

The fitted line is the best summary of a straight-line relationship (Mitchell, 1997) among the sample points of 
observed versus predictions in model evaluation. Therefore, the fitted line is irrelevant to validation. Models 1 
to 3, illustrated in Figure 3, all having the same r2 emphasizes that the fitted line is irrelevant. The deviations 
between observed and predicted as shown in Figure 4 with UCL and LCL on the residuals is highly recommended 
as a way forward. As stated above, the residuals are a lot easier for non-modellers to understand. 
 

v) Violation of regression assumptions 

The assumptions (Draper & Smith, 1966; Sokal & Rohlf, 1995) of linear regression are as follows: 

• x (i.e., predicted) values are known without error. 

• y (i.e., observed) values 

o should be a random sample. 
o independent of one another with common homogeneous variance along the x-axis and with 

residuals normally distributed. For example, if the observations are values from either a series 
in time or space, or are accumulated values, or are autocorrelated in any other way then the 
assumption of independence is suspect (Mitchell, 1997).  
 

The first assumption is true for deterministic models provided the predictions are on the x-axis (Mayer et al., 
1994). The density distributions of the residuals in Figure 2 demonstrates Gaussian, Gamma, and Uniform 
distributions for models 1 to 3, respectively.  
 

The five objections of Mitchell (1997) and quantitative results, from using the BeefSpecs drafting tool, have 
delineated reasons why alternatives to the r2 in model evaluations need to be implemented into good model 
evaluation practice. Model evaluation is the 10th step in good modelling practice (Jakeman et al., 2006). 
 

The recommended ‘how to’ steps of good model evaluation are as follows: 

1. Determine the UCL and LCL quality control limits to be displayed on a plot of the residuals (observed – 
predicted). 

2. Plot observations versus predictions with a 1:1 line and a plot of the residuals (observed – predicted) 
with UCL and LCL quality control limits. 

3. Table the mean observed, mean predicted, mean bias, MSEP, RMSEP, MEF, the decomposition of the 
MSEP (bias, slope, and deviance), and the percentage of residuals that lie within the UCL and LCL.  

4. As a minimum: 
a. Plot residuals (observed – predicted) with UCL and LCL quality control limits. 
b. Table of metrics including: 

i. Mean observed, 
ii. Mean predicted, 

iii. Mean bias, 
iv. RMSEP, and 
v. MEF. 
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No model or model evaluation is perfect but, this paper highlights that alternative approaches to using the r2 
can be used when conducting model evaluation. The ‘how to’ steps of good model evaluation have been outlined 
in this paper. Furthermore, recommendations are made that are relevant and important for machine and deep 
learning algorithms. Modern algorithms can overfit and finding adequate ‘how to’ steps for model evaluation 
can be challenging. The ‘how to’ steps, as demonstrated in this paper are recommended to be included in model 
evaluation alongside cross-validation techniques for modern machine and deep learning algorithms (Richetti et 
al., 2023).  
 

6. Conclusion 

The misuse of regression still frequently occurs in model evaluation, and the authors of this paper acknowledge 
that we have also fallen into the misuse of regression either from failing to see the error of our ways (e.g., using 
the metrics inappropriately) or from falling into line with journal editors who require authors to use regression, 
to report results for publication. The authors agree with Kvålseth (1985); Tedeschi (2006); and Hodson (2022) 
and acknowledge that there is no one perfect quantitative metric for model evaluation but rather model 
evaluation should include several metrics. The authors minimum ‘how to’ steps recommendation is a report 
with a plot of the residuals with quality control limits and a table of metrics including mean observed, predicted 
and bias, RMSEP, and MEF. 
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